
Full Terms & Conditions of access and use can be found at
http://www.tandfonline.com/action/journalInformation?journalCode=raec20

Download by: [179.210.187.199] Date: 14 September 2015, At: 08:25

Applied Economics

ISSN: 0003-6846 (Print) 1466-4283 (Online) Journal homepage: http://www.tandfonline.com/loi/raec20

Tacit collusion with imperfect monitoring in the
Canadian manufacturing industry: an empirical
study

Marcelo Resende & Rodrigo Zeidan

To cite this article: Marcelo Resende & Rodrigo Zeidan (2015): Tacit collusion with imperfect
monitoring in the Canadian manufacturing industry: an empirical study, Applied Economics,
DOI: 10.1080/00036846.2015.1085643

To link to this article:  http://dx.doi.org/10.1080/00036846.2015.1085643

Published online: 12 Sep 2015.

Submit your article to this journal 

View related articles 

View Crossmark data

http://www.tandfonline.com/action/journalInformation?journalCode=raec20
http://www.tandfonline.com/loi/raec20
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/00036846.2015.1085643
http://dx.doi.org/10.1080/00036846.2015.1085643
http://www.tandfonline.com/action/authorSubmission?journalCode=raec20&page=instructions
http://www.tandfonline.com/action/authorSubmission?journalCode=raec20&page=instructions
http://www.tandfonline.com/doi/mlt/10.1080/00036846.2015.1085643
http://www.tandfonline.com/doi/mlt/10.1080/00036846.2015.1085643
http://crossmark.crossref.org/dialog/?doi=10.1080/00036846.2015.1085643&domain=pdf&date_stamp=2015-09-12
http://crossmark.crossref.org/dialog/?doi=10.1080/00036846.2015.1085643&domain=pdf&date_stamp=2015-09-12


Tacit collusion with imperfect monitoring in the Canadian manufacturing
industry: an empirical study
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ABSTRACT
This article undertakes a cross-sectoral analysis of a salient empirical implication of the model of
tacit collusion advanced by Abreu, Pearce, and Stachetti (1986). Specifically, we assess the
prevalence of a first-order Markovian process for alternating between price wars and collusive
periods through nonparametric tests. The analysis focuses on 30 different industries in Canada.
The evidence provides weak support for optimal collusion in one industry, which is consistent
with the idea that such kind of collusive arrangements is unusual, or, if collusion is all too
common, that price wars as deviations from collusion are rare.
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I. Introduction

Tacit collusion is an elusive phenomenon and game-
theoretical models provide foundations for the
presence of multiple pricing regimes (see for reviews
Jacquemin and Slade 1992 and Rees 1993a).
Furthermore, influential models by Green and
Porter (1984) and Rotemberg and Saloner (1986)
justify price wars as an equilibrium phenomenon
for sustaining collusion, which contrasts with
Friedman (1971), who postulates an infinite Nash-
reversal in the punishment phase of an infinitely
repeated trigger strategy oligopoly game. The nature
of price wars in this context depends on the choice
of punishment, the characteristics of shocks and the
prevalent information structure (see Slade 1990; Lu
and Wright 2010; Knittel and Lepore 2010).

The main goal of this article is to provide
further empirical evidence about a specific class
of game-theoretical models with embedded price
wars. Noting the scarcity of empirical evidence of
price wars, we extend the empirical literature by
undertaking a cross-sectoral analysis, instead of
the typical single market examples found in the
literature. Furthermore, our analysis adopts a
nonparametric test first developed by Berry and
Briggs (1988) to address the possibility of an
optimal collusive agreement following Abreu,

Pearce and Stachetti (APS; 1986) and Knittel and
Lepore (2010).

For our application, we consider a test of the
Markovian implication of the APS model in the
case of homogeneous and more narrowly defined
industries within Canada’s manufacturing industry.
Such an application based on monthly data is
appealing, as we conceive criteria for defining price
wars that reflect not just the price variation in the
product but also price changes related to (weighted)
input components. The rationale is that cost asym-
metries may affect collusion (as in Ivaldi et al. 2003).
Unlike prior studies, we investigate the consistency
with game-theoretical models outside the realm of
an explicit cartel. Yet we expect an optimal collusive
equilibrium to be relatively rare, even if we are
expansive in our definition of price wars.

Our article hinges on empirical markers for
detecting collusive conduct that are suggested by
specific empirical implications accruing from the
APS model. However, as we shall mention later,
there are other empirical screen criteria for collusion
based on different patterns for the variance of prices
as considered by Abrantes-Metz et al. (2006) and
Bolotova, Connor, and Miller (2008) that reflect
observable implications of different theoretical
models.
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In our application, the results indicate the possi-
bility of tacit collusion in only one industry, plastic
bottles, consistent with our expectations that such
regimes are rare. Robustness checks show that if we
consider simply price changes, with no variation of
input prices, we cannot reject the existence of tacit
collusion in most industries, which we would expect,
as prices by itself, are noisy. The article is organized
as follows. Section II discusses conceptual back-
ground aspects related to the APS model and
empirical criteria for delineating price wars. Section
III presents the basic aspects of the BB test. Section
IV discusses data sources and presents the empirical
results of the tests. Section V brings some final
comments.

II. Tacit collusion and price wars

Basic conceptual aspects

The Abreu, Pearce, and Stacchetti (1986) model
extends an influential text by Green and Porter
(1984). A well-known signal extraction problem
emerges from independent and identically distribu-
ted demand shocks that make deviations from
collusion difficult to detect. Beyond the standard
concavity assumption about the objective function
of firms, an important assumption of the model is
the monotone likelihood ratio property that indi-
cates that the price distribution conditional on
the aggregate output Qt is such that a smaller
price is more likely to be associated with a larger
quantity Qt than a small one (e.g. see Tirole 1988;
Hajivassiliou 1989). The hypothesis is important
because it allows for less restrictive behaviours than
those prevalent in the Green and Porter model.

The APS model legitimates price wars as an equi-
librium phenomenon. In collusive periods, firms
produce q+ and obtain a payoff of V+ that refers to
the best element in the set of perfect symmetric
equilibria. However, if one firm observes a price
below the trigger p+, a punishment phase is initiated
in such a way that firms operate with q–, which
corresponds to larger output, and leads to a smaller
payoff given by V–. This case refers to the worst
element at the set of perfect symmetric equilibria.

Whether an industry remains in the punishment
phase or resumes a cooperative phase depends on a
second trigger p–. If p > p–, the industry remains in
the punishment phase, whereas collusion resumes
if p < p–.

An important implication of the dynamic model
of APS is that upon obtaining an indicator variable
for prevalence of price wars one can justify a first-
order Markov process and thus the probability that a
state of high profits that prevails in period t depends
only on the state at period t–1. An empirical test on
the Markovian hypothesis of the APS model, using
on a nonparametric approach, is found in Berry and
Briggs (1988) and encounters further applications in
Briggs (1996) and Zeidan and Resende (2010). In the
case of tacit collusion, it is then crucial to discuss
criteria for empirically defining price wars.

A distinct observable implication of collusive
models of oligopoly emerges from Athey, Bagwell,
and Sanchirico (2004) and Harrington and Chen
(2006) that consider a dynamic Bertrand setting
with private i.i.d. cost information over time and
across firms. Those models emphasize the exchange
of cost information across firms as a facilitating
device for collusion, but recognize challenges
pertaining to the incentives for revealing informa-
tion by firms with different levels of efficiency.1 A
salient implication that emerges from both models is
the prevalence of a lower price variance in the
collusive regime that can reflect how costly it is to
induce cost revelation by firms or yet indicate the
goal of minimizing the probability of detection of
cost pass-through (see Abrantes-Metz et al. 2006 for
a related discussion). Altogether, the aforementioned
theoretical models legitimate empirical screen tests
for collusion based on the standard high mean for
prices and also on lower variances as we shall further
comment in the next section.

Empirical delineation of price wars

The first wave of the empirical literature dealing
with models of price wars includes Porter (1983),
Lee and Porter (1984) and Ellison (1994). All sought
to detect consistencies with game-theoretical collu-
sive models by studying the well-known Joint

1The role of information exchange in oligopoly is empirically investigated by Clark and Houde (2014) in the context of a Canadian gasoline market. In
particular, they analyse the effect of explicit communication across firms on the adjustment ratio for prices. Evidence indicates that price changes are
asymmetric, while cost changes are not. That would contrast with a constant mark-up rule often associated with collusive pricing.
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Executive Committee cartel. Later developments
concentrated on other cases, with different meth-
odologies used to derive price war periods, which
are usually analysed by observing the market clear-
ing prices over a period of time, subject to additional
conditions. The main challenge in precisely defining
the beginning and end of a price war in the present
context is determining the extent to which a price
decrease results because of an undercutting of prices
by firms with the sole intention of punishing devia-
tion from a collusive period or other multiple causes
that may result in a price decrease. For example,
fluctuations in demand, changes in productive
capacity, costs shocks and firms’ strategic behaviour
other than punishment for a collusive agreement can
also cause a sharp price decrease. The theoretical
model of Abreu, Pearce, and Stacchetti (1986) on
which we base our empirical analysis includes
informational noise, and any one of these reasons
can spark the probability of phase transitions initiat-
ing a price war, so it is difficult to translate the
necessary indicator of a price war in the model to
real data.

The precise definition of a price war, in terms of
duration and characteristics, also depends on the
idiosyncrasies of particular industries and the quality
of data available. Morrison and Winston (1990)
define price wars in the aviation market as a situa-
tion in which prices fall more than 20% in a single
quarter. The war ends when prices increase, no
matter by how many percentage points. Zhang and
Round (2011) use the same start criterion, but they
define the end of a price war as a situation in which
prices go up by 5%. Busse (2002) uses a qualitative
criterion, appealing to periodical articles and other
reports that indicate the existence of a price war.
Borenstein and Shepard (1996) analyse accounting
data, arguing that a pointer of prices war is disclosed
by the price of the companies’ shares. Once one
defines price war criteria, there is still the need to
determine the modelling strategy to screen for
collusion.

Variance screen for collusion

The APS model leads to a Markovian pattern for the
indicator variable referring to prices wars, which
form the basis of our screening test for collusion.
The literature on empirical markers for collusive

conduct supports empirical screening devices to aid
policymakers. A distinct, but complementary
approach to APS, explores the observable implica-
tion of lower price variance in collusive phases that
would be coupled with usual expected higher mean
for prices in such phases. Abrantes-Metz et al. (2006)
explore such patterns, while in Abrantes-Metz et al.
(2012) prices cluster together in nonrandom pat-
terns. Bolotova, Connor, and Miller (2008) consider
ARCH and GARCH to assess the conditional vari-
ance. All these models allow researchers to simulta-
neously investigate the behaviour of the first two
moments of the price distribution during collusion
by focusing on the coefficient for a related dummy
variable.

More recently, Blanckenburg, Geist, and
Kholodilin (2012) expand variance screening by
looking beyond mean and variance at the third
(skewness) and fourth (kurtosis) unconditional
moments of price distributions. The authors contend
that higher order moments of the price distribution
should be investigated because mean and price
variation could be influenced by price trends. It is
worth mentioning that even in the case of well-
recognized collusive activity the previous applica-
tions of the variance screen procedures led the
authors to make relatively cautionary remarks as
collusion detection was not as successful as it
would be desired. What are the conditions for
screening tests in the previous literature? The
first is that possible collusive periods are known,
while the second is that high-frequency price dis-
persion reveals collusive agreement. In the present
article, we consider an approach that can provide
an initial screening of potential collusive behaviour
by a proactive policymaker. Because it is a conser-
vative approach, it is unlikely to yield false posi-
tives, even though possible collusion in some
markets will not be detected by our method. In
any case, one must reckon that the temporal aggre-
gation of monthly data can mask important varia-
bility in the data and that ideally one should seek
weekly data and in some contexts even daily data.
Thus, our approach provides a conservative assess-
ment of collusion.

Take the argument of Doane et al. (2015) that
screening for collusion fails for one of three reasons:
(i) the empirical indicator cannot distinguish
between a competitive null hypothesis and a
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collusive alternative; (ii) that the null is not indica-
tive of competition, and the alternative indicative of
collusion; or (iii) the world does not follow either the
competitive or collusive hypotheses. Here we want to
make sure that our approach can only fail because of
(i), but never (ii). Hence, our careful empirical strat-
egy following APS and a parsimonious specification
following monthly prices in narrowly defined
industries.

Our sectoral approach uses data on industry costs
and market prices, but we cannot observe margins
directly, which means we cannot use approaches
such as Borenstein and Shepard (1996) because
they rely on firm-level data.2 We also use monthly
data, and cannot follow Abrantes-Metz et al. (2006,
2012) and Bolotova, Connor, and Miller (2008). We
do have some qualitative indicators, especially news-
paper articles that show periods of price war in some
industries in Canada during the period analysed.
However, we rely on quantitative data rather than
the qualitative approach of Busse (2002). This way,
we use a modified version of the Morrison and
Winston (1990) approach, with the recognition that
a methodology based solely on the analysis of prices
and costs variations can present the problem of
specification and diagnosis errors, but is an improve-
ment on a pure price criterion. In particular, we
consider observations on net price changes with
respect to SD benchmarks to indicate a regime
shift – more details are provided in the section
‘Data construction’.

We try to unearth collusive and competitive
periods from the data through a conservative
approach that is useful to identify collusive beha-
viour of the type described by APS – waves of
collusion, price wars, collusive ad infinitum. We
argue that our approach should be used as a first
screening by a proactive regulator as a timely way
to identify the possibility of collusive arrange-
ments, with the caveat that the parsimonious
application will most likely miss collusive beha-
viour that would not follow APS or cannot be
captured by our criterion of price wars and the
testing procedure based on Berry and Briggs
(1988) and Briggs (1996).

III. The Berry and Briggs test

Berry and Briggs (1988) and Briggs (1996) focus on
an empirical implication of the APS model related to
the prevalence of a Markov process for an indicator
variable to classify a period as collusive or subject to
a price war. The starting point for the nonparametric
test considers a binary series fItgTt¼0 that represents a
collusive state in period t if It = 1 and a price war if
It = 0. The null hypothesis of the test is a Markov
process of order K, tested against an alternative
hypothesis of a Markov process of order M > K. A
useful summary of the test procedure appears in
Briggs (1996) and Zeidan and Resende (2010), and
the current presentation benefits from the latter,
since it provides additional details for the estimation
of the parameters. First, we divide the series into
terms of two sets SMi , with i = 0,1, to construct a
binary indicator variable It . For our application, we
consider the case of a null hypothesis of a first-order
Markov process (K = 1) versus an alternative
hypothesis of a second-order process (M = 2).
Second, we partition the series in 2M = 4 possible
histories at (t–1, t–2) as given by (0,0), (0,1), (1,0)
and (1,1). A first-order Markov process implies that
the state of the indicator variable in period t depends
only on the prevailing state at t–1, but not t–2.
Therefore, information available at t–2 should not
be relevant and conditional to all histories Hi

M

and Hj
M that include the same period histories

for K periods, one should have P(It = 1/Hi
M) =

P(It = 1/Hj
M) under the null hypothesis.

The indicator variable It P SM0 can be conceived
in terms of independent essays conditional on a
given history. Thus, a binomial distribution can be
justified with a Bernoulli distribution in each period
and a consistent estimator can be based on the
method of moments. Let μ i ¼ P

It C SMi It=Ni
denote the proportion of situations in which It = 1
given It P SMi and Ni is the number of observations
in SMi . It follows that we consider four sub-samples
for this test in the case of a first-order Markov
set-up. The sample mean provides a consistent esti-
mator of the population mean μ°. Similarly, vi ¼
μ ið 1� μ iÞ is a consistent estimator of the

2However, the approach advanced by Borenstein and Shepard (1996) is distinct from the aforementioned variance screen procedures. Essentially it focuses
on the sign of the coefficient of the variable proxying expected demand on margins, and the idea is to check for consistency with a prediction suggested
by Rotemberg and Saloner (1986).
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population variance v°, where
ffiffiffiffiffi
Ni

p ½ðμ i� μ 0
i Þ=

ffiffiffiffiffi
v i

p
converges to a standard normal distribution. With
a first-order Markov process, we need to impose
restrictions to ensure that the means are equal
for the M-histories that contain the same
k-history, where R is a matrix with dimension
2K(2M-K – 1) × 2M. Therefore, we should consider
Rμ° = 0, where μ° denotes the vector of means.
Under the null hypothesis, Rμ is normally distribu-
ted with mean 0 and variance RVRT, where V = diag
{v1/N1, . . . v4/N4} stands for the variance matrix for μ
and W ≡ (Rμ)T(RVR´)−1(Rμ) follows a χ2 distribu-
tion with the parameter given by the number of
restrictions. In our application, we have K = 1 and
M = 2 and so the restriction matrix contains two
rows, given respectively by [1–1 0 0] and [0 0 1–1].
In fact, they impose the restriction that for a com-
mon history at t–1 we should have equal means
independent of the history at t–2, such that μ1 = μ2
and μ3 = μ4. The test statistic follows a χ2 under the
null hypothesis of a first-order Markov process,
rather than a second-order alternative.

IV. Empirical analysis and results

Data construction

We use monthly data for the manufacturing industry
in Canada, available from Canada’s national statisti-
cal agency (http://www.statcan.gc.ca). Sectoral data
are available at the five- and six-digit level of the
North American Classification System (NAICS) for
2002. We considered changes in net prices to devise
the criteria for defining price wars. Specifically, as a
proxy for net price changes we considered the fol-
lowing expression:

ΔNPi ¼ ΔPi �
XJ

j¼1

wijΔIPj (1)

where ΔPiy = (ln Pit – ln Pi,t–1) * 100, and
ΔIPit = (ln IPit – ln IPi,t–1) * 100. We therefore
consider changes in prices of the product net of
weighted changes in the main input prices. Data
from CANSIM Statistics Canada reflect information

contained in 60 of the 3206 tables in that database.3

The adopted criterion for inputs considers the
J items that constitute at least 80% of the costs.4

The weight refers to the average cost share because
the cost shares show little variation during the study
period. The sample for this study referred to
monthly data over the 1992–1/2009–3 period.

The data set from Statistics Canada provide a
unique opportunity for properly incorporating the
weighted effects of input prices in order to conceive
a net change in the price of a given product. In fact,
criteria for price wars that are based solely on the
output price could indicate trajectories that reflect
costs pass-through accruing from the ability to exer-
cise market power. In contrast, the article aims at
capturing (tacitly) coordinated behaviour between
firms that can extrapolate reactions to cost shocks.
In that sense, the testing of the Markovian implica-
tions of the APS model emerges as a relatively sim-
ple and informative approach. Interestingly,
previous applications mostly focused on explicit car-
tels like the well-known Joint Executive Committee,
in which the actual occurrence of price wars was
clearly reported. The consideration of the referred
approach in terms of a large-scale investigation with-
out clear-cut a priori information on price wars is
timely and could provide an interesting exclusion
test for market regulators.

Furthermore, it is important to exercise additional
care in selecting the industrial sectors in the present
study. The Abreu, Pearce, and Stacchetti (1986)
model refers to homogeneous products, so we need
to select homogenous and narrowly defined indus-
tries, which prompted the initial selection of 30
highly disaggregated industries. However, limited
data availability on cost components in some sectors
restricted our potential sample. We consider a par-
simonious criterion for identifying price wars. We
assume that a price war starts if a reduction in net
prices of at least 2 SDs has taken place in the current
period relatively to period t–1, whereas we postulate
that the collusive phase has been resumed if we
observe an increase of 1 SD. Other authors use
purely a price criterion to determine the different

3Examples include Table 281–0035 – average hourly earnings for salaried employees (paid a fixed salary) (SEPH), including overtime, unadjusted for seasonal
variation, for selected industries classified using the North American Industry Classification System (NAICS), monthly; Table 329–0044 – industry price
indexes for primary metal products and metal fabricating products, monthly (index, 1997 = 100), and Table 329–0046 – industry price indexes for electrical
and communication products, nonmetallic mineral products, petroleum and coal products, monthly (index, 1997 = 100).

4Table 329–0073, for instance, shows electric power prices for industrial purposes.
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phases of a price war, as previously mentioned. This
is the right path if one has prior information on the
existence of a price war in a particular industry. Here
we are searching for collusive behaviour without
prior knowledge of possible price wars in the
selected homogeneous industries. The main charac-
teristic of a price war is not only a decrease in prices,
but a decrease in profits. Here we approximate prof-
its by observing variations on price margin (price
minus variable costs). We consider the start of a
price war by a 2 SD change in the price margin,
approximated by the difference in variation of prices
minus inputs. Looking at price alone is not ideal in
our scenario, because of the possibility of noise in
the data, related to supply shocks. We try to improve
on the regular criterion used in the literature by
considering price margin variation as a source of
identifying price wars.

The criterion would be even more appealing in
the case of normality, though the assumption of
normality for net price changes is untenable in 26
of the 30 sectors, as indicated by the Shapiro–Wilk
test.

The summary statistics and Shapiro–Wilk tests
are reported in Table 1.

The optimal collusion equilibria are likely to be a
rare phenomenon, and we are proposing a simple
criterion for defining a price war that will generate
the indicator variable we use to test for the Markovian
implication of the APS model. Ideally, we would
prefer weekly data as the available monthly data can
masquerade part of the price variation. Thus, there is
no obvious reason to expect the widespread preva-
lence of collusive arrangement along the lines of APS
in several industries, and the eventual rare occurrence
of those mechanisms does not mean that the model is
not properly tracking price changes. The APS model
deals with implications on price war patterns and
does not aim to directly explain price changes.

Our conservative approach for defining price wars
provides more confidence in the results that emerge
from the tests.

Empirical results

The results of the tests for the selected industries are
presented in Table 2.

The evidence, using a 5% significance level, does
not allow the nonrejection of the hypothesis of a
first-order Markov for all industries. However,

Table 1. Summary statistics net price changes (including weighted changes for price inputs).
Sector Mean SD Min Max W p-Value

Flour milling (31121) −0.0001 0.0163 −0.0539 0.0570 0.9726 0.0005
Vegetable fat and oil (31122) 0.0006 0.0235 −0.0758 0.0763 0.9934 0.4899
Sugar manufacturing (31131) 0.0026 0.0172 −0.0462 0.0698 0.9713 0.0003
Pulp mills (32211) 0.0008 0.0324 −0.1440 0.0857 0.9545 0.0000
Paper mills (322121) 0.0006 0.0180 −0.0412 0.0944 0.9540 0.0000
Newsprint mills (322122) 0.0007 0.0219 −0.0579 0.1087 0.9637 0.0000
Paperboard mills (32213) 0.0009 0.0181 −0.0612 0.0798 0.9095 0.0000
Paperboard container (32221) 0.0007 0.0120 −0.0405 0.0374 0.9724 0.0004
Paper bag and coated (32222) 0.0001 0.0108 −0.0433 0.0423 0.9694 0.0002
Synthetic dye (32513) −0.0014 0.0231 −0.0604 0.0981 0.9785 0.0030
Resin, synthetic rubber (32521) −0.0009 0.0136 −0.0415 0.0522 0.9832 0.0145
Fertilizer manufacturing (32531) 0.0041 0.0300 −0.1424 0.1104 0.9242 0.0000
Pesticide and other agr (32532) −0.0014 0.0159 −0.0566 0.0504 0.9660 0.0001
Plastic pipe, pipe fitting (32612) 0.0003 0.0139 −0.0444 0.0631 0.9805 0.0057
Laminated plastic plate (32613) 0.0003 0.0103 −0.0358 0.0321 0.9846 0.0236
Polystyrene, urethane (32614) 0.0003 0.0113 −0.0573 0.0339 0.9571 0.0000
Plastic bottle (32616) 0.0000 0.0099 −0.0285 0.0307 0.9936 0.5153
Veneer plywood (321211) 0.0001 0.0328 −0.1376 0.1389 0.9511 0.0000
Wood window (321911) −0.0007 0.0142 −0.0378 0.0456 0.9914 0.2625
Wood container (32192) 0.0007 0.0150 −0.0494 0.0397 0.9909 0.2216
Glass product manufacturing (32721) −0.0007 0.0183 −0.0844 0.0697 0.9086 0.0000
Cement manufacturing (32731) 0.0003 0.0153 −0.0694 0.0592 0.8934 0.0000
Ready-mix concrete (32732) −0.0001 0.0154 −0.0702 0.0473 0.9139 0.0000
Concrete product (32733) −0.0004 0.0162 −0.0693 0.0493 0.9359 0.0000
Lime manufacturing (32741) 0.0014 0.0176 −0.0794 0.0605 0.9100 0.0000
Aluminium production (33131) −0.0019 0.0460 −0.1364 0.1651 0.9808 0.0063
Metal tank (33242) 0.0007 0.0149 −0.0491 0.0615 0.9475 0.0000
Power, distribution manufacturing (335311) 0.0014 0.0194 −0.0561 0.0814 0.9464 0.0000
Battery manufacturing (33591) 0.0000 0.0123 −0.0654 0.0716 0.8935 0.0000
Communication and energy wire (33592) 0.0000 0.0148 −0.0626 0.0606 0.9383 0.0000

Note: The sectors are listed with their NAICS classification codes in parentheses.
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marginal evidence consistent with a first-order
Markov process emerges in the case of plastic bottles
(p-value of 0.086).

Finally, it is worth mentioning that we consider a
robustness check by focusing on gross instead of net
price changes. The summary statistics and normality
tests are presented in Table A1 (in the Appendix) and
the latter is tenable only in one sector. The summaries
for four possible sub-samples and the test statistics for
the Markovian hypothesis are reported in Table A2
(in the Appendix). We contend that price wars should
be defined with a preferential criterion that encom-
passes the role of input prices as in the initial analysis
reported in Table 2. The results for the simpler criter-
ion that ignores the trajectories of input prices are
very different and for conceptual reasons less appeal-
ing. In that case, collusion appears to be a relatively
common phenomenon what highlights the necessity
of exercising careful attention in the definition of
price wars. We argue that simple price criteria may
be misleading in the identification of price wars,
unless one has previous information on the industries’
behaviour. Here we propose large-scale analysis with

no predefined information on the industries. Hence,
gross price fluctuations would not reveal the under-
lying strategies by companies, given that in homoge-
neous markets price fluctuations are common.

V. Final comments

The study aims to provide a large-scale sectoral inves-
tigation of the Markovian implications for a price war
indicator using the tacit collusion model by Abreu,
Pearce, and Stacchetti (1986). Detailed monthly data
about the Canadian manufacturing industry enable us
to undertake this analysis for disaggregated and nar-
rowly defined industries. Moreover, the availability of
input cost information is instrumental for defining
and implementing a price war criterion which pro-
vides the basis for the test, and is an improvement
over a pure price criterion.

The evidence ultimately indicates marginal
support for the Markovian hypothesis, but only in
the case of the plastic bottles industry. Evidence of
optimal collusion offers an important tool for mar-
ket regulators. In the absence of explicit collusion, or

Table 2. Nonparametric tests for First-order Markov process for the indicator variable.
History (t–1,t–2)

(1,1) (1,0) (0,1) (0,0)

Sector µ Var N µ Var N µ Var N µ Var N Test statistic p-Value

Flour milling (31121) 0.964 0.035 165 0.166 0.138 6 1 0 6 0.179 0.147 28 155.990 0.000
Vegetable fat and oil (31122) 0.984 0.016 188 0 0 4 0.667 0.222 3 0.4 0.24 10 16.0208 0.000
Sugar manufacturing (31131) 0.976 0.023 167 0 0 4 1 0 4 0.133 0.116 30 7.00E+03 0.000
Pulp mills (32211) 0.981 0.019 159 0 0 3 1 0 3 0.075 0.069 40 8.76E+03 0.000
Paper mills (322121) 0.976 0.024 166 0 0 4 1 0 4 0.129 0.112 31 6.93E+03 0.000
Newsprint mills (322122) 0.976 0.024 166 0 0 4 1 0 4 0.129 0.112 31 6.93E+03 0.000
Paperboard mills (32213) 0.989 0.011 174 0 0 2 1 0 2 0.074 0.069 27 1.53E+04 0.000
Paperboard container (32221) 0.99 0.01 193 0 0 2 1 0 1 0.111 0.099 9 1.85E+04 0.000
Paper bag and coated (32222) 0.964 0.035 167 0.5 0.5 6 1 0 6 0.115 0.102 26 201.9113 0.000
Synthetic dye (32513) 0.976 0.023 169 0.2 0.4 5 0.8 0.16 5 0.154 0.13 26 18.803 0.000
Resin, synthetic rubber (32521) 0.965 0.034 142 0 0 5 1 0 5 0.094 0.085 53 4.40E+03 0.000
Fertilizer manufact (32531) 0.969 0.03 161 0.4 0.489 5 1 0 5 0.088 0.08 34 354.631 0.000
Pesticide and other agr (32532) 0.972 0.027 179 0 0 5 1 0 5 0.313 0.215 16 6.26E+03 0.000
Plastic pipe,pipe fitting (32612) 0.977 0.023 172 0.25 0.433 4 1 0 4 0.12 0.106 25 188.206 0.000
Laminated plastic plate (32613) 0.973 0.027 183 0.5 0.5 4 1 0 4 0.143 0.122 14 85.785 0.000
Polystyrene, urethane (32614) 0.968 0.031 190 0.6 0.489 5 1 0 5 0.4 0.24 5 8.883 0.003
Plastic bottle (32616) 0.985 0.015 199 0.5 0.5 2 1 0 2 0.5 0.25 2 2.940 0.086
Veneer plywood (321211) 0.985 0.015 196 0 0 3 1 0 3 1 0 3 n.a. n.a.
Wood window (321911) 0.964 0.034 168 0.428 0.495 7 0.857 0.122 7 0.174 0.144 23 23.712 0.000
Wood container (32192) 0.973 0.025 184 0.4 0.490 5 1 0 5 0.273 0.198 11 32.677 0.000
Glass product manuf (32721) 0.953 0.045 149 0.333 0.471 9 0.777 0.172 9 0.158 0.133 38 24.215 0.000
Cement manufacturing (32731) 0.955 0.043 178 0.5 0.5 8 1 0 8 0.364 0.231 11 22.550 0.000
Ready-mix concrete (32732) 0.967 0.032 183 0.571 0.494 7 0.857 0.122 7 0.375 0.234 8 7.179 0.007
Concrete product (32733) 0.96 0.038 176 0.571 0.494 7 1 0 7 0.2 0.16 15 62.132 0.000
Lime manufacturing (32741) 0.972 0.028 176 0.428 0.494 7 0.714 0.204 7 0.267 0.196 15 8.9106 0.003
Aluminium production (33131) 0.978 0.021 182 0 0 4 1 0 3 0.25 0.188 16 8.15E+03 0.000
Metal tank (33242) 0.963 0.035 164 0.428 0.494 7 0.857 0.122 7 0.148 0.126 27 26.7109 0.000
Power, distribution manuf. (335311) 0.978 0.021 186 0 0 3 1 0 3 0.231 0.178 13 8.51E+03 0.000
Battery manufacturing (33591) 0.985 0.015 194 0 0 2 1 0 2 0.286 0.204 7 1.24E+04 0.000
Communication and energy wire (33592) 0.973 0.027 182 0.25 0.433 4 1 0 4 0.2 0.16 15 64.816 0.000

Note: The sectors are listed with their NAICS classification codes in parentheses; n.a. indicates that the test was not feasible.
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a so-called ‘smoking gun’, indirect inferences are
worth being considered, as long as a parsimonious
approach is used to avoid wrong inferences about
collusive behaviour (Doane et al. 2015).

Nevertheless, more detailed data are clearly
required for optimal analysis of potential collusive
behaviour. This would include details about the infor-
mational structure that prevails in different industries,
and yet more specific firm-level information. In fact,
the New Empirical Industrial Organization literature
has made important progress in the empirical identi-
fication of market power, but data requirements are
demanding for competition agencies. Even at a more
aggregate level, data for prices, quantities and demand
and cost shifters might not be readily available (see
Bresnahan 1989 for an early overview on that strand
of the literature) and therefore the estimation of more
structural models can be challenging from the per-
spective of a policymaker. Nevertheless, as suggested
by Phlips (1995), game-theoretical models can be
useful from a policy perspective and different empiri-
cal implications can be tested to assess collusive beha-
viours under less demanding data requirements. The
nonparametric approach implemented in this article
provides such an example. Another possibility is pro-
posed by Osborne and Pitchik (1987) and the related
empirical analysis is considered by Rees (1993b), in
which collusion is tested in the context of a salt
duopoly by taking as reference information on profits
and production capacity. Therefore, it appears that
beyond the academic interest, simple tests for collu-
sion could expand the toolbox of policymakers in
competition agencies.
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Appendix

Table A1. Summary statistics: gross price changes (excluding weighted changes for price inputs).
Sector Mean SD Min Max W p-Value

Flour milling (31121) 0.0014 0.0157 −0.0589 0.0798 0.9040 0.0000
Vegetable fat and oil (31122) 0.0023 0.0264 −0.0696 0.0757 0.9938 0.5418
Sugar manufacturing (31131) 0.0038 0.0231 −0.0592 0.0715 0.9801 0.0049
Pulp mills (32211) 0.0020 0.0347 −0.1607 0.1011 0.9336 0.0000
Paper mills (322121) −0.0018 0.0185 −0.0428 0.0884 0.9509 0.0000
Newsprint mills (322122) 0.0019 0.0226 −0.0526 0.1027 0.9584 0.0000
Paperboard mills (32213) 0.0023 0.01022 −0.0303 0.0496 0.8286 0.0000
Paperboard container (32221) 0.0023 0.0102 −0.0303 0.0496 0.7817 0.0000
Paper bag and coated (32222) 0.0016 0.0064 −0.0250 0.0428 0.8364 0.0000
Synthetic dye (32513) 0.0019 0.0088 −0.0478 0.0406 0.8548 0.0000
Resin synthetic rubber (32521) 0.0016 0.0160 −0.0579 0.0508 0.9800 0.0048
Fertilizer manufacturing (32531) 0.0065 0.0311 −0.1638 0.1393 0.8318 0.0000
Pesticide and other agr (32532) 0.0010 0.0074 −0.0321 0.0569 0.5679 0.0000
Plastic pipe, pipe fitting (32612) 0.0016 0.0122 −0.0381 0.0670 0.9389 0.0000
Laminated plastic plate (32613) 0.0016 0.0048 −0.0149 0.0283 0.9435 0.0000
Polystyrene urethane (32614) 0.0016 0.0088 −0.0573 0.0342 0.8092 0.0000
Plastic bottle (32616) 0.0013 0.0074 −0.0185 0.0342 0.9450 0.0000
Veneer plywood (321211) 0.0016 0.0326 −0.1389 0.1348 0.9540 0.0000
Wood window (321911) 0.0008 0.0062 −0.0221 0.0513 0.6508 0.0000
Wood container (32192) 0.0023 0.0090 −0.0321 0.0366 0.8279 0.0000
Glass product manufacturing (32721) 0.0009 0.0088 −0.0418 0.0533 0.7472 0.0000
Cement manufacturing (32731) 0.0219 0.0076 −0.0363 0.0338 0.6975 0.0000
Ready-mix concrete (32732) 0.0018 0.0072 −0.0170 0.0448 0.7183 0.0000
Concrete product (32733) 0.0015 0.0090 −0.0568 0.0514 0.6735 0.0000
Lime manufacturing (32741) 0.0030 0.0089 −0.0316 0.0462 0.9260 0.0000
Aluminium production (33131) 0.0026 0.0415 −0.1653 0.1026 0.9769 0.0018
Metal tank (33242) 0.0025 0.0060 −0.0046 0.0523 0.5636 0.0000
Power distribution manufacturing (335311) 0.0030 0.0169 −0.4836 0.0824 0.8703 0.0000
Battery manufacturing (33591) 0.0015 0.0039 −0.0124 0.0243 0.7379 0.0000
Communication and energy wire (33592) 0.0015 0.0138 −0.0653 0.0711 0.9281 0.0000

Note: The sectors are listed with their NAICS classification codes in parentheses.

10 M. RESENDE AND R. ZEIDAN

D
ow

nl
oa

de
d 

by
 [

17
9.

21
0.

18
7.

19
9]

 a
t 0

8:
25

 1
4 

Se
pt

em
be

r 
20

15
 



Ta
bl
e
A
2.

N
on

pa
ra
m
et
ric

te
st
s
fo
r
fir
st
-o
rd
er

M
ar
ko
v
pr
oc
es
s
fo
r
th
e
in
di
ca
to
r
va
ria
bl
e
[c
on

st
ru
ct
ed

up
on

ne
t
pr
ic
e
ch
an
ge
s
(e
xc
lu
di
ng

w
ei
gh

te
d
ch
an
ge
s
fo
r
pr
ic
e
in
pu

ts
)].

H
is
to
ry

(t
–1
,t–
2)

(1
,1
)

(1
,0
)

(0
,1
)

(0
,0
)

Se
ct
or

µ
Va
r

N
µ

Va
r

N
µ

Va
r

N
µ

Va
r

N
Te
st
st
at
is
tic

p-
Va
lu
e

Fl
ou

r
m
ill
in
g
(3
11
21
)

0.
95
1

2.
5E
-0
4

18
5

1
0

8
0.
87
5

0.
01
4

8
0.
25

0.
04
8

4
15
.9
18

0.
00
0

Ve
ge
ta
bl
e
fa
t
an
d
oi
l(
31
12
2)

0.
95
6

2.
28
E-
04

18
3

0.
7

0.
02
1

10
0.
8

0.
01
6

10
1

0
2

5.
59
4

0.
06
1

Su
ga
r
m
an
uf
ac
tu
rin

g
(3
11
31
)

0.
92
7

3.
84
E-
04

17
7

1
0

12
0.
83
3

0.
01
2

12
0.
5

0.
06
25

4
15
.5
30

0.
00
0

Pu
lp

m
ill
s
(3
22
11
)

0.
96
3

1.
91
E-
04

18
8

0.
85
7

0.
01
7

7
0.
85
7

0.
01
7

7
0.
33
3

0.
07
4

3
3.
62
8

0.
16
3

Pa
pe
r
m
ill
s
(3
22
12
1)

0.
97
3

1.
38
E-
04

18
8

0.
5

0.
03
1

8
0.
87
5

0.
01
4

8
1

0
1

8.
28
3

0.
01
6

N
ew

sp
rin

t
m
ill
s
(3
22
12
2)

0.
96
8

1.
68
E-
04

18
6

0.
55
6

0.
02
7

9
0.
88
9

0.
01
1

9
1

0
1

7.
28

0.
02
6

Pa
pe
rb
oa
rd

m
ill
s
(3
22
13
)

0.
93
3

3.
49
E-
04

17
9

0.
91
7

0.
00
6

12
0.
91
7

0.
00
6

12
0.
5

0.
12
5

2
1.
36
1

0.
50
6

Pa
pe
rb
oa
rd

co
nt
ai
ne
r
(3
22
21
)

0.
93
3

3.
46
E-
04

18
0

0.
91
7

0.
00
6

12
0.
91
7

0.
00
6

12
1

0
1

1.
13
2

0.
56
8

Pa
pe
r
ba
g
an
d
co
at
ed

(3
22
22
)

0.
94
6

2.
74
E-
04

18
6

1
0

9
0.
88
9

0.
01
1

9
1

0
1

11
.6
74

0.
00
3

Sy
nt
he
tic

dy
e
(3
25
13
)

0.
92
1

4.
12
E-
04

17
7

0.
92
9

0.
00
5

14
1

0
14

0
na

0
n.
a.

n.
a.

Re
si
n,

sy
nt
he
tic

ru
bb

er
(3
25
21
)

0.
93
8

3,
22
E-
04

17
9

0.
90
9

0.
00
8

11
0.
72
7

0.
01
8

11
0.
75

0.
04
7

4
0.
11
9

0.
94
2

Fe
rt
ili
ze
r
m
an
uf
ac
t
(3
25
31
)

0.
93
8

3,
22
E-
04

17
9

0.
90
9

0.
00
8

11
0.
81
8

0.
01
4

11
0.
5

0.
06
2

4
1.
44
2

0.
48
6

Pe
st
ic
id
e
an
d
ot
he
r
ag
r
(3
25
32
)

0.
93
9

3,
19
E-
04

18
0

0.
90
9

0.
00
8

11
0.
72
7

0.
01
8

11
1

0
3

4.
23
8

0.
12
0

Pl
as
tic

pi
pe
,p
ip
e
fit
tin

g
(3
26
12
)

0.
94
6

2.
71
E-
04

18
7

1
0

9
1

0
9

0
na

0
n.
a.

n.
a.

La
m
in
at
ed

pl
as
tic

pl
at
e
(3
26
13
)

0.
93
4

3.
42
E-
04

18
1

0.
91
7

0.
00
6

12
1

0
12

0
na

0
n.
a.

n.
a.

Po
ly
st
yr
en
e,
ur
et
ha
ne

(3
26
14
)

0.
94
6

2.
76
E-
04

18
5

1
0

9
0.
88
9

0.
01
1

9
0.
5

0.
12
5

2
11
.6
99

0.
00
3

Pl
as
tic

bo
tt
le

(3
26
16
)

0.
93
9

3.
19
E-
04

18
0

0.
90
9

0.
00
8

11
0.
72
7

0.
01
8

11
1

0
3

4.
23
8

0.
12
0

Ve
ne
er

pl
yw

oo
d
(3
21
21
1)

0.
94
6

2.
79
E-
04

18
4

0.
9

0.
00
9

10
0.
9

0.
00
9

10
1

0
1

1.
33
8

0.
51
3

W
oo
d
w
in
do

w
(3
21
91
1)

0.
94
0

3.
05
E-
04

18
4

1
0.
00
9

10
0.
9

0.
00
9

10
1

0
1

12
.8
29

0.
00
2

W
oo
d
co
nt
ai
ne
r
(3
21
92
)

0.
92

4.
21
E-
04

17
5

1
0

13
0.
76
9

0.
01
4

14
1

0
3

19
.1
02

0.
00
0

G
la
ss

pr
od

uc
t
m
an
uf
ac
tu
rin

g
(3
27
21
)

0.
93
2

3.
61
E-
04

17
6

0.
78
6

0.
01
2

14
0.
92
9

0.
00
5

14
1

0
1

2.
80
0

0.
24
7

Ce
m
en
t
m
an
uf
ac
tu
rin

g
(3
27
31
)

0.
91
4

4,
53
E-
04

17
4

0.
93
3

0.
00
4

15
0.
93
3

0.
00
4

15
1

0
1

1.
15
4

0.
56
1

Re
ad
y-
m
ix
co
nc
re
te

(3
27
32
)

0.
92
7

3.
76
E-
04

17
9

0.
92
3

0.
00
5

13
1

0
13

0
n.
a.

0
n.
a.

n.
a.

Co
nc
re
te

pr
od

uc
t
(3
27
33
)

0.
95
1

2,
53
E-
04

18
4

0.
88
9

0.
01
1

9
0.
66
7

0.
02
5

9
1

0
3

4.
84
5

0.
08
9

Li
m
e
m
an
uf
ac
tu
rin

g
(3
27
41
)

0.
92
5

3.
97
E-
04

17
4

0.
85
7

0.
00
9

14
0.
78
6

0.
01
2

14
1

0
3

4.
32
6

0.
11
5

Al
um

in
iu
m

pr
od

uc
tio

n
(3
31
31
)

0.
95
7

2.
21
E–
04

18
6

1
0

9
0.
66
7

0.
02
5

8
1

0
2

12
.8
71

0.
00
2

M
et
al
ta
nk

(3
32
42
)

0.
96
3

1.
89
E-
04

18
9

0.
85
7

0.
01
7

7
0.
85
7

0.
01
7

7
0.
5

0.
12
5

2
1.
52
8

0.
46
6

Po
w
er
,d

is
tr
ib
ut
io
n
m
an
uf
ac
tu
rin

g
(3
35
31
1)

0.
91
4

4.
53
E-
04

17
4

0.
93
3

0.
00
4

15
0.
93
3

0.
00
4

15
1

0
1

1.
15
4

0.
56
1

Ba
tt
er
y
m
an
uf
ac
tu
rin

g
(3
35
91
)

0.
93
2

3.
61
E-
04

17
6

0.
78
6

0.
01
2

14
0.
92
9

0.
00
5

14
1

0
1

2.
80
0

0.
24
7

Co
m
m
un

ic
at
io
n
an
d
en
er
gy

w
ire

(3
35
92
)

0.
95
7

2.
19
E-
04

18
7

0.
87
5

0.
01
4

8
0.
75

0.
02
3

8
1

0
2

3.
15
3

0.
20
7

N
ot
e:
Th
e
se
ct
or
s
ar
e
lis
te
d
w
ith

th
ei
r
N
AI
CS

cl
as
si
fic
at
io
n
co
de
s
in

pa
re
nt
he
se
s;
n.
a.
in
di
ca
te
s
th
at

th
e
te
st

w
as

no
t
fe
as
ib
le
.

APPLIED ECONOMICS 11

D
ow

nl
oa

de
d 

by
 [

17
9.

21
0.

18
7.

19
9]

 a
t 0

8:
25

 1
4 

Se
pt

em
be

r 
20

15
 


	Abstract
	I.  Introduction
	II.  Tacit collusion and price wars
	Basic conceptual aspects
	Empirical delineation of price wars
	Variance screen for collusion

	III.  The Berry and Briggs test
	IV.  Empirical analysis and results
	Data construction
	Empirical results

	V.  Final comments
	Disclosure statement
	Funding
	References
	Appendix



